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HIGHLY AUTOMATED DRIVING

Game Engines for the 
Simulation of Sensor Data



The validation of highly automated vehicles is extremely complex due to 

the infinite number of sometimes very critical test scenarios. Increasing 

emphasis is therefore being placed on virtual methods in the early 

stages of development. ITK Engineering shows how the sensors can be 

validated in a realistic 3D environment based on established technolo-

gies from the gaming industry.

g In order to achieve a high level of 
safety in highly automated driving, real 
vehicle tests require the extensive sup-
port of simulations. Statistical statements 
derived from a test drive after one mil-
lion kilometers cannot guarantee com-
prehensive coverage of all possible driv-
ing situations. In addition, real driving 
cannot be reproduced or controlled and 
cannot be carried out without risks. 
Although safety and testability are 
improved on special test tracks, the 

number of test scenarios remains lim-
ited, and the studies require considerable 
effort. In addition, data recorded from 
multisensor systems certainly does not 
allow closed-loop testing. Data augmen-
tation approaches through a technique 
known as AI image translation – making 
changes to real measurement data with 
the help of artificial intelligence, such as 
by retrospectively changing the time of 
day or weather conditions - are currently 
under development, but are still very dif-

ficult to implement for dynamic, interac-
tive scenes [1].

Virtual validation by means of simula-
tions offers a cost-reducing solution that 
can meet these challenges, is more scal-
able, and has a truth value that is always 
available (ground truth). In addition, vir-
tual tests can be integrated into the early 
stages of development, and multisensor 
data does not have to be labeled by hand 
for the fusion of sensor data. The virtual 
validation requires a highly detailed  
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3D environment to visualize the test sce-
narios, as well as a model of the virtual 
sensors, which can generate sensor data 
on the basis of the 3D environment. The 
vehicle‘s digital twin is thus confronted 
with critical situations in the simulated 
3D environment. In order to generate 
synthetic data, the vehicle moves (using 
a driving dynamics model) in the 
high-resolution virtual environment and 
interacts with other dynamic and static 
objects such as pedestrians. To do this, a 
3D scene must be created and the behav-
ior of the dynamically moving objects 
modeled. The simulated lighting is 
essential for the processing of virtual 
camera data and must follow physical 
principles. For other sensor simulations, 
geometries and material properties have 
to be reproduced in detail, such as for 
vehicles, asphalt, or curbs. The sensor 
models used should be both realistic and 
rapidly computable (as close to real-time 
as possible) so that they can be used in 
software or hardware-in-the-loop test 
environments. If the data generated in 
this way flows from the processing logic 
back to the simulator (closed loop), driv-
ing situations and the reactions of a 
dynamically acting system can be tested 
completely virtually. If this feedback 
does not exist (open loop), only individ-
ual states and decisions can be tested. 
The following applies to both variants: 
the more realistic the input data, the 
greater the confidence that the system 
will also function reliably in reality.

REALISTIC VALIDATION USING 
GAMING TECHNIQUES

Established technologies from the gam-
ing industry are used to validate sensors 
in a geometrically realistic environment. 
One such game engine (Unity3D or 
Unreal Engine) forms the basis of the 3D 
representation for this. One of its 
strengths is the visualization of thou-
sands of high-resolution 3D data con-
tents. The integrated 3D editor and com-
patibility with a wide variety of file for-
mats allow for rapid creation of 3D 
scenes and integration of 3D models via 
„drag and drop“ from various sources, 
so-called asset marketplaces, FIGURE 1 
and FIGURE 2. Multiple virtual cameras 
can also be positioned and parameter-
ized. The technique of physically based 
rendering [2] is used for the most photo-
realistic image representation possible. 

More recently, ray tracing methods are 
also increasingly being used to enhance 
the graphic quality. Lens deformations 
and depth of field are among the effects 
that can be integrated during post-pro-
cessing, but custom effects can also be 
developed. This requires expertise in the 
field known as shader programming. 
This establishes a good basis for the real-
istic simulation of camera data [3].

In contrast to the camera, sensors that 
operate with lidar, ultrasound, and radar 
require separate sensor modeling. The 
physics simulation built into the game 
engine can support simple sensor model-
ing to simulate simple distance sensors. 
It can also be used to model phenomeno-
logical models that augment ground 
truth data with known phenomena. 
Although these can be computed 

FIGURE 1 Simulation of highway driving at night in heavy traffic (© ITK Engineering | Unity Asset Store)
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FIGURE 2 Simulation of highway driving at night with deer crossing (© ITK Engineering | Unity Asset Store)
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quickly, objects are only represented 
approximately by simple bounding vol-
umes and static objects such as a guard-
rail in a curve are only simplified or not 
taken into account at all. At the other 
extreme, calculations of wave propaga-
tion using the finite element method 
(FEM) are physically very precise, but 
not real-time capable. These are not used 
in dynamic and complex environments 
due to the high memory requirements 
for spatial discretization, but rather to 
investigate local phenomena or different 
construction methods and installation 
effects.

REAL-TIME, CONSISTENT 
MULTISENSOR DATA GENERATION

Physical models based on the process of 
ray tracing offer a compromise between 
computing time and accuracy. These 
allow the propagation of a wave to be 
tracked in the scene in real time by using 
multiple rays, since in such models the 
wave propagation is mapped physically 
and directly. The rays are emitted by the 
virtual sensors into the simulated 3D 
world, where they then interact with sur-
faces through reflection, scattering, or 
transmission. Using a physical model, 
physical quantities such as relative Dop-
pler velocity, intensity, or sound pres-
sure, are associated with each ray path 
and updated during the simulation. This 
process continues until the ray hits a 
receiving sensor. Here the data that is 
received is merged, processed further via 
post-processing modules, and transferred 
to components of the signal processing 
chain via external interfaces. The focus 
here is on the generation of raw data so 
that any desired perception algorithm 
can subsequently be run on this data.

In order to achieve real-time capabil-
ity, the game engine, ray tracing, and 
post-processing are accelerated by paral-
lelization on graphics cards. This 
approach benefits from constant innova-
tions in the field of graphics hardware as 
well as from visual effects and the 
increasing performance of the game 
engine software.

PHYSICAL RADAR SENSOR MODEL

When using the ray tracing process to 
generate raw data for a radar signal, the 
simulation approximates the radar waves 
as a large number of individual rays. 

Based on the sensor field of view, thou-
sands of these are emitted into the 3D 
scene, FIGURE 3. The power of the signal 
received at the radar sensor depends, 
among other things, on the antenna 
characteristics of the sensor being mod-
eled. The energy loss due to the spherical 
expansion is taken into account accord-
ing to the transit time of the different ray 
paths. The angle of incidence and the 
frequency of the carrier wave play a 
major role in the material interaction. 
Ambient and atmospheric parameters 
and polarization effects are also repre-
sented. The total available 3D geometry 
is taken into account for the multipath 
propagation. Potential ghost targets 
through reflections from the ground, 
guardrail, or walls result automatically 
from the method used, which is a great 
advantage over phenomenological mod-
els. (Hybrid methods from phenomeno-
logical and physical ray tracing methods 
are also possible). The relative Doppler 
velocity is also resolved at the 
micro-Doppler level. This means that 
moving objects have different relative 
speeds depending on the point of inter-
action. An example of this is pedestrians 
who have different speeds due to their 
arm and leg movements than those 
resulting purely from body movement. 
This is important for the classification 
and motion approximation of the objects 

and must therefore also be represented 
in the simulator. Multiple reflections, i.e. 
multiple traversal of the same ray path 
on one and the same object, are also 
resolved directly by the ray tracing pro-
cess. The modeling of these effects is 
essential in being able to generate realis-
tic sensor data, FIGURE 4. 

DIVERSE APPLICATIONS

The simulation method can be applied in 
the development process throughout the 
entire V-model. As early as the design 
phase, during evaluation of different 
locations for the installation of sensors, 
ray tracing can be used to identify prob-
lems and determine favorable positions, 
such as for a radar-based turning assis-
tance system. Several sensors can easily 
be tried out and relocated to ensure con-
stant visibility of objects around the 
vehicle. Since a mix of different sensor 
systems and sensor technologies is par-
ticularly necessary in highly automated 
vehicles, this method can help to deter-
mine an optimized sensor layout.

In addition, data are required repeat-
edly during the development of the algo-
rithm before real measurements can be 
carried out and labeled. For example, 
when developing object recognition for 
e-scooters, cyclists, and pedestrians, 
micro-Doppler sensor data can be made 

FIGURE 3 Simulation  
of a radar sensor
(© ITK Engineering I  
Unity Asset Store)	
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available for perception purposes. Con-
sistent data can also be generated for the 
development of sensor fusion algorithms, 
as is normally provided by multisensor 
systems.

In terms of validation, this methodol-
ogy supplies data at various levels in the 
area of X-in-the-loop test procedures. 
Ground truth and object data can be 
used for functional tests, object recogni-
tion requires pixel data or point clouds, 
other perception algorithms require 
environmental and functional data, up to 
and including the signals of certain sen-
sor types. In addition, this method 
allows the test scenarios to be changed 
automatically in order to efficiently iden-

tify borderline cases from a large num-
ber of procedural scenario variants.

CONCLUSION AND PROSPECTS

Gaming methods can be used to create 
custom, realistic 3D environments for 
simulating and creating patterns in a 
rapid prototype process with qualitative, 
synthetically generated sensor data. 
Physical sensor models fill the gap 
between classical numerical methods 
and phenomenological models. By using 
game engines, there is the potential to 
benefit directly from future hardware 
and software developments. Scalable 
tests can be carried out virtually at an 

early stage of development to comple-
ment real vehicle tests, thus enabling the 
development of safe, highly automated 
driving functions.
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FIGURE 4 Example simulation of highway driving: Radar range Doppler (left) and position plan (right) (© ITK Engineering | Unity Asset Store)
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